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Abstract

While recent progress has been made in several ficlds of data-intense Al-research, many applications have been shown to be
pronc to unintendedly reproduce social biases, sexism and stercotyping, including but not exclusive to gender. As more of
these desipn-based, algonthmic or machme learmng methodologies, here called adapiive (echnolopies, become embedded
in robotics, we see a need for a developed understanding of what role social norms play in social robotics, particularly with
regards to fairness. To this end, we (i) we propese a framework for a socio-legal robotics, primarily drawn from Sociology of
Law and Gender Studies. This is then (11) related Lo dlready established notions ol acceptability and personalisation in social
robotics, here with a particular focus on (i11) the interplay between adaptive technologies and social norms. In theonsing this
interplay for social robotics, we look not enly to current statuscs of social robots, but draw from identificd Al-metheds that
can he seen to influence robotics in the near future. This theoretical framework, we argue, can help us point to concerns of
relevance for questions of fairness in human-robot interaction.

Keywords Socio-legal robotics - Human-Robot Interaction - Social narms - Gender studies - Mirraring of narms - Adaprive
technologies

Why?

e | feel that | have a contribution to
make

* There is an overlap between new Al-
problems and classic fairness
questions/regulation

» (Calls for theoretical nuances, the
relationship between norms and
adaptive technologies
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Abstract

This article uses a suco-legal pespective W analyze the use of ethics guidelines as a governance
tool in the development and use of artificial intelligence (Al). This has become a central policy
arez in several large jurisdictions, including China and Japan, as well as the EU focused on
here. Particular emphasis in this articlz is placed on the Ehics Guidelines for Trustworthy
Al published by the EU Commission’s High-Level Expert Group on Artificial Intelligence
in April 2019, as well as the Wkhite Paper on Al, published by the EU Commissicn in
February 2020, The guidzhines are reflected against partially overlappirg and already-existing
legislaton as well as he ephemnaal concept consuuct sunvundivg AT as such. The artele con-
cludes by pointing to (1) the challenges of a temporal discrepancy between technological and
legzl ckange, (2) the need for moving from principle te process in the governance of AL and (3)
the multidisciplinary needs in the study of contemporary apolications of data-dependent Al
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Abstract: This conceptual paper addresses the issues of transparency as linked to artificial
intelligence (Al) from socio-legal and computer scientific perspectives. Firstly, we discuss the
conceptual distinction between transparency in Al and algorithmic transparency, and argue for

Correspondence: Stefan Larsson (stefan.larsson@lth.lu.se} the wider concept “in Al', as a partly contested albeit useful notion in relation to transparency.
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Secondly, we show that transparency as a general concept is multifaceted, and of widespread
. . . theoretical use in multiple disciplines over time, particularly since the 1990s. Still, it has had a
Submitted: 31 July 2023 Accepted: 24 Fehruary 2024 Published: 18 April 2024 ! N o GRSIERE o : v - '

resurgence in contemporary notions of Al governance, such as in the multitude of recently
published ethics guidelines on Al Thirdly, we discuss and show the relevance of the fact that
Issue: This article is part of the issue "Artificial Intelligence and Cthnic, Religious, and Gender-Based
Discrimination” edited by Derya Ozkul (University of Wanwick), fully open access at https:/doi.org/

10.17645/51.1236

Keywords: Al govermance, Ethics Guidelines for Trustworthy Al EU Commission,
transparency in Al, Al and law

transparency expresses a conceptual metaphor of more general significance, linked to knowing,
bringing positive connotations that may have normative effects to regulatory debates. Finally,

we draw a possible categorisation of aspects related to transparency in Al, or what we

interchangeably call Al transparency, and argue for the need of developing a multidisciplinary

T |
Iw_a | - __ N . . . ’ . .
I understanding, in order to contribute to the governance of Al as applied on markets and in
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Abstract

While recent progress has been made in several ficlds of data-intense Al-research, many applications have been shown to be
prone to unintendedly reproduce social biases, sexism and stercotyping, including but not exclusive to gender. As more of
these desipgn-based, algonthmic or machme learmng methodologies, here called adaplive 1echnologies, become embedded
in robotics, we see a need for a developed understanding of what role secial norms play in social robotics, particularly with
regards to fairness. To this end, we (i) we propese a framework for a socio-legal robotics, primarily drawn from Sociology of
Law and Gender Studies. This is then (i1) related o already established notions ol aceeptability and personalisation in social
robotics, here with a particular focus on (iii) the interplay between adaptive technologies and social norms. In theorising this
inerplay for social robotics, we look not enly to current statuscs of social robots, but draw from identificd Al-metheds that
can he seen to influence robotics in the near future. This theoretical framework, we argue. can help us point to concerns of
relevance for questions of fairness in human-robot interaction.

Keywords Socio-legal robotics - Human-Robot Interaction - Social norms - Gender studies - Mirraring of narms - Adaprive
technologies

legal, and ethical — and more — perspectives. While transparency is part of a wide
in international governance (Koivisto, 2022), it is alse one of the most common ¢
in the recent surge of ethics guidelines on Al that has been developed by a wide var
entities from governments, non governmental orgunisations (NGOs), and large comps
multi-stakeholder groups (Jobin et al., 2019). Often, it 1s framed as a mechanism for
ing avcounlability (Diakopolous, 2020). In recent EU policy on Al there is a [ocus
assessments and anditing (Fellander et al,, 2022, Mokander et al,, 2021), with an emph
“human-centricity” (Larsson, 2020; Larsson el zl., 2020), implicating how European
trics strategise about Al [Robinson, 2020), their national mandates, and initiatives for
sectors, not the least the public sector (de Bruijn et al,, 2022).
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Objectives Anficial it Baence (Al < Increasingly tested
and integrated intn breast cancsr screening. S, thane are
inrasaival iz=uss regarding itz pnssible athical, sncial and
lagal impacts. Furthermors, tha perspactives of diffarant
actars are bcking. This stucy invest gates the niews

o hraa=t recbag et an Al-auppertad mammoprsphy
screening, with a focus on attitudes, percaived derefiss
andd nsks, accauntabalty of & use, and polanial impeet rn
the prafeesien,

Methods We concucted an online sureey of Swedksh
breesd rediobygats. As eady adonter of bresst cancer
screenng, anc digtal seckaclcgies, Seaeden i a
particularty nteresting case 10 stucy, The suniey nac
dMferent thames, Including: atitudes anc respensailities
ptaining 10 Al and AI'S mpact an the prodession
Responses were analysed using descripiive stalistcs

and correfation aralyses. Fres lexts anc commeznds were
amalyszd using an inductive apprasch.

Resulls Ovwrall. responcants (47105, rasponss rabs
44.83%) weare high'y axperienced n braast inaging and
head & maad kvaledoe of ALA mejonty (n=38, 80.4%,)
WErS pusib m'scmewhat pastive towards intagraiing Al

WHAT IS ALREADY KNOAN ON THIS TOPIC

w Ravichogiste nalinve that adifics mtelganca (Al
will beva A major impact in their figdd, and clinics |
ratreapactive shudies of Al in mammeoegraphy srreen-
Ing show cromising resulis,

WHAT THIS STUDY ADDS

= The 50z1al, ethical and legal aspects of Intedrating A
in mammaography acragning ara underacphorad, ene
by irvestigating the visws of araast rrdiolog sis, thes
snxdy proadas important inzignss for a regponaible
aparageh to Al m mammaganhy 3TeaEning.

Tha suwly shows that most Swedish breast ra-
dickrgista ara pocitve shout (ntagrating Al in
mAmmagragny seraening, espazally hees wih g
heavy screen-r2ad ng workload. However, there &
no unified visian of boer & shauld be vaed n the
sereering-aor flow, and there Is high urcertainty,
and diverse views, an Impartarl aspects such as
petential risss invalved. anc which astons) are lable
for medical decislon-making, particu ety when A ks
userl as eand-alona reader.
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Today: Four steps

1. Quick outlook: Al, ADM and its market structure

2. Al and ADM problems
3. An empirical study on Al In recruitment

4. Sum: A wider ecology
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PART |: Quick outlook



Digitisation=p

Networks and Datafication Al & data-
the internet and platforms driven agency



| arge language model developers
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Figure 3: LLM development timeline. The models below the arrow are closed-source while those
above the arrow are open-source.

From Chen et al., Nov 2023 ChatGPT’s One-year Anniversary:
Are Open-Source Large Language Models Catching up?



Some challenges

1. Transparency is low in Digitisation
automated data-driven
ecosystems

2."Code is law": Plattorms
requlate /enable / govern
their domain = power

3. Scale and Al creates risk
for unintended outcomes:

S | Datafication Al & data-
unfair biases can be an issue and platforms driven agency



PART Il: Al and ADM problems



Gender
Classifier

Bt Microsoft

« Commercial tfacial
recognition services were
found to have poorer

accuracy for women and
dark skin

Buolamwini & Gebru, 2018, “Gender shades”



Also for generative Al
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/ \ L L. E 2 Around release in April, 2022

DALL-E 2 is an Al system that can create realistic
Images and art from a description in natural language.

TryDALL-E 7 | Follow on Instagram 7




‘Nurse”



Prompt: nurse;
Date: April 6, 2022




‘photo of a personal assistant”



Prompt: a photo of a personal assistant;
Date: April 1, 2022
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ceo



Prompt: ceo;

Date: April 6, 2022




‘lawyer”



Prompt: lawyer; DO yOU SEE d
Date: April 6, 2022 pattern?
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PART lll: An empirical study on
awareness




Swedish Equality Ombudsman

20

Al and risks for discrimination in work-life Diskriminerings

ombudsmannen Rapport 2023:6

» WHY: Risks of discrimination may arise

nDecause the data on which Al systems are
trained reflects historical and existing Al och risker for |
inequalities in the labour market. diskriminering i arbetslivet

* My take:

* (Certain types of transparency needed
for supervision; Awareness needed;
Supervisory Agencies needs to build
competence as well (like this).

* Reinterpret existing law, understand new
aw.




Al In recruitment

* Objective: explore to what extent and in what
contexts employers use Al and ADM for worker
recruitment

e particularly risk awareness
e transparency and accountability

 Method: 110 completed questionnaires

* Representatives from 10 of the 50 largest
recruitment agencies in Sweden

-4

* Representatives from 100 Swedish companies
with more than 100 employees
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Abstract

Extant literature points to how the risk of discrimination is intrinsic to Al systems owing to the dependence
on training data and the difficulty of post hoc algorithmic auditing. Transparency and auditability limitations
are problematic both for companies’ prevention efforts and for government oversight, both in terms of how
artificial intelligence (Al) systems function and how large-scale digital platforms support recruitment
processes. This article explores the risks and users' understandings of discrimination when using Al and
automated decision-making (ADM] in worker recruitment. We rely on data in the form of 110 completed
questionnaires with representatives from 10 of the 50 largest recruitment agencies in Sweden and
representatives from 100 Swedish companies with more than 100 employees (“major employers®). In this
study, we made use of an open definition of Al to accommodate differences in knowledge and opinion
araund how Al and ADM are understood hy the respondents. The study shaws a significant difference
between direct and indirect Al and ADM use, which has implications for recruiters’ awareness of the
potential for bias or discrimination in recruitment. All of those surveyed made use of large digital platforms
like Facehaok and LinkedIn for their recruitment, leading to cancerns araund transparency and
accountability—not least because maost respondents did not explicitly consider this to be Al or ADM use.
We discuss the implications of direct and indirect use in recruitment in Sweden, primarily in terms of
transparency and the allocation of accountability for bias and discrimination during recruitment processes.

Keywaords

ADM zand risks of discrimination; Al and accountability; Al and risks of discrimination: Al and transparency;
artificial intelligence; automated decision-mazking; discriminzation in recruitment; indirect Al use; platforms and
discrimination
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Recruitment practices: ADM

Very low extent/not at all 71%

Fairly low extent

Somewhat F 0.2 To what extent do the recruitment

management systems you use include
different forms of automated decision-
4% making or automated decision support?

Fairly high extent o

High extent 1 1%

0% 10% 20% 30% 40% 50% 60% 70% 80%

® Recruiters m Employers



Which tools do major employers use In their
recruitment processes”?

As a large employer,
do you use any of
the following in
your recruitment
processes?
(multiple answers)

Do not use technology solutions for recruitment processes m 4%
Other mmm 9%

Search engines or social media for cybervetting m—— 20%
Automated filtering, sorting or scoring of CVs = 2 6%
Social media to match candidates with a job T s——————————— 55 %
Outsource processes to a recruitment agency mEEEEEESSSS————————————— 9%
A recruitment platform (e.g., Varbi, LinkedIn Recruiter) meesssssssssssssssssssssssssssm—— 80%

0% 25% 50% /5% 100%



Recruitment agencies

Do you use Al

systems or other Do not use Al systems or ADM msssssssss——— 30%

tOOIS to...”? Don’t know O
(multiple answers) Other me— 20%

Sort or rank applicants for employers m——————— 30%
Match candidates (both active and passive) with targeted advertising m—————————————— 7 (0%
Match active jobseekers with jobs m— 20 %

How do you obtain Other m——————— 40%
information about Data brokers who have collected profiles and sell these = 10%

suitable candidates? Existing platforms, e.g., Platsbanken, Monster, etc. m——————————————— 1 00%
(multiple answers) From social media profiles, e.g., Facebook, LinkedIn, etc. n—-—-——————— 3 ()%

Web usage data incl. cookies from the applicant or our own website m——— 30%

From our own Web fOrmS I — 70%

Ask them to record a video with answers, which we analyse = 10%
Test candidates through games, IQ tests, or personality tests m——————————————————ssssssssssss——— 9%

0% 25% 50% /5% 100%



PART IV: A wider ecology



Al/ADM in recruitment: A wider ecology and low

awalreness

1. Al-models can be riddled with unfair bias: built on social structures as
a socio-technical set of artefacts (ct. Larsson et al., 2023); Proprietary

platforms are non-transparent; Dominant firms become infrastructure
Results

2. Low awareness: Direct guestion indicates low Al/ADM use; answers
about tools and practices indicate high use in automation in decision
support.

Hi

3. Al is perceived as “in the near tuture”, the platforms’ Al tools are not

perceived as Al.

4. Al/ADM in recruitment is used in an “ecology” of sulbcontractors or
external platform services. Implicates accountability and perceptions

of what “we” do.
Reflection

5. The Al Act will ask for more; the Supervisory authorities should do more.
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