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The poem

The idea that information spreads like a virus is almost inconsistent.
 
Online users, indeed, tend to seek information that is most aligned with their pre-
existing beliefs, ignoring dissenting viewpoints and joining clusters of like-minded 
individuals, where shared narratives may be collectively shaped and reinforced. 

This “echo chamber” effect and related heightened polarization may vary across 
different social media platforms according to their feed algorithms primarily designed 
to prioritize user engagement instead of accurate information dissemination.

However, users behavior in online conversation is persistent across platforms and 
over years.

Since 2014 just to say that :













Fake? 
RADIUM: 
SOSTANZE RADIOATTIVE PER IL 
BENESSERE DEL CORPO, LA PULIZIA E 
L'IDRATAZIONE DELLA PELLE 



Fake? 
CUSCINETTO IPNOTICO: 
LUPPOLO E ALTRE SOSTANZE 
AROMATICHE PER L'INSONNIA 

. 





Agenda Setting is the process 
of the mass media presenting 
certain issues frequently and 
prominently with the result that 
large segments of the public 
perceive those issues as more 
important than others.

MORE COVERAGE

THE ROLE OF THE MEDIA

 MORE IMPORTANT



OLD MEDIA
- Fo l low the “R i tua l o f 
Objectivity”
- Publication patterns are 
driven by most fol lowed 
sources (imitation) (Marlow 
2005)

NEW MEDIA
- Information production is the 
work of interconnected actors 
spanning over organizations, 
p r o f e s s i o n a l i d e n t i t y a n d 
geographical location

A SHIFT OF PARADIGM

MEDIATED DISINTERMEDIATED



“We're not thinking about ourselves as a community

— we're not trying to build a community — we're not 
trying to make new connections. [...]

What we're trying to do is just make it really efficient for 
people to communicate, get information and share 
information.

We always try to emphasize the utility component.”


Mark Zuckerberg Jul. 2007



WHAT ABOUT THE QUALITY OF INFORMATION?



JADE HELM 15



THE EFFECT OF FALSE RUMORS

Sandro Pertini never said 

“when the government does not do what people want 

must be fired with stones and sledgehammers.”

 He has been President of the Republic (1978-1985).



INSIGHTS OF THE PROCESS

A GLIMPSE OF CONFIRMATION BIAS

“Ci piace, ma non sappiamo…”


“ We like it, but we don’t know…”
















CONFIRMATION BIAS AND INFORMATION CONSUMPTION

The cognitive attitude to search for, interpret, favor, and 
recall information in a way that confirms one's beliefs



THE DATASET(s)

FB ITALY TOTAL SCIENCE CONSPIRACY TROLL

Pages 73 34 39 2

Posts 271,296 62,705 208,591 4,709

Likes 9,164,781 2,505,399 6,659,382 40,341

Comments 1,017,509 180,918 836,591 58,686

Likers 1,196,404 332,357 864,047 15,209

Commentsers 279,972 53,438 226,534 43,102

FB USA TOTAL SCIENCE CONSPIRACY DEBUNKING

Pages 478 83 330 66

Posts 679,948 262,815 369,420 47,780

Likes 603,332,826 453,966,494 145,388,117 3,986,922

Comments 30,828,705 22,093,692 8,304,644 429,204

Likers 52,172,855 39,854,663 19,386,131 702,122

Commentsers 9,790,906 7,223,473 3,166,726 118,996

Facebook ITALY and USA from Jan 2010 to Dec 2014



Bessi, A., Petroni, F., Del Vicario, M., Zollo, F., Anagnostopoulos, A., Scala, A., ... & Quattrociocchi, W. (2015, May). Viral misinformation: 
The role of homophily and polarization. In Proceedings of the 24th International Conference on World Wide Web (pp. 355-356). ACM. 

webSci@WWW (Bessi et al. 2015)
Bessi, A., Petroni, F., Del Vicario, M., Zollo, F., Anagnostopoulos, A., Scala, A., ... & Quattrociocchi, W. (2016). Homophily and polarization 

in the age of misinformation. The European Physical Journal Special Topics, 225(10), 2047-2059.

CONTENT CONSUMPTIONS AND FRIENDS

Polarization on contents. Probability density function 
(PDF) of users’ polarization. Notice the strong 
bimodality of the distribution, with two sharp peaks 
localized at 0 <􏰁 ρ <􏰁 0.005 (science users) and at 
0.95 􏰁< ρ < 􏰁 1 (conspiracy users). 


Homophily. Fraction of polarized friends 
with the same polarization respect to the 
number of likes log(θ(u)) of user u.




RESPONSE TO 4,709 INTENTIONAL FALSE CLAIMS (TROLLS)

Polarized users on false information. 


Percentage of likes and comments on intentional false information posted by a satirical page 
from polarized users of the two categories. 

Bessi, A., Coletto, M., Davidescu, G. A., Scala, A., Caldarelli, G., & Quattrociocchi, W. (2015). 
 Science vs conspiracy: Collective narratives in the age of misinformation. PloS one, 10(2), e0118093.

Mocanu, D., Rossi, L., Zhang, Q., Karsai, M., & Quattrociocchi, W. (2015). 
Collective attention in the age of (mis) information. Computers in Human Behavior, 51, 1198-1204.



8,899%

91,101%

Science Conspiracy

RESPONSE TO 47,780 DEBUNKING POSTS (1)

4,953%

95,047%

Science Conspiracy

LIKESCOMMENTS

Debunking information are ignored by users in the conspiracy echo-
chamber


(out of 9,790,906 polarized conspiracy users only 5, 831 interact )


Zollo, F., Bessi, A., Del Vicario, M., Scala, A., Caldarelli, G., Shekhtman, L., ... & Quattrociocchi, W. (2017). 
Debunking in a world of tribes. PloS one, 12(7), e0181821.
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Exposure to debunking: comments and likes 
rate. Rate –i.e.,average number of likes (left) 
(resp., comments (right)) on conspiracy posts over 
time of users exposed to debunking posts.

Exposure to debunking: survival functions and 
attention patterns. Top panel: Kaplan-Meier 
estimates of survival functions of users exposed 
and not exposed to debunking. Users lifetime is 
computed both on their likes (left) and comments 
(right). 


Bottom panel: Complementary cumulative 
distribution functions (CCDFs) of the number of 
likes (left) and comments (right), per each user 
exposed and not exposed to debunking.

RESPONSE TO 47,780 DEBUNKING POSTS (1)

Zollo, F., Bessi, A., Del Vicario, M., Scala, A., Caldarelli, G., Shekhtman, L., ... & Quattrociocchi, W. (2017). 
Debunking in a world of tribes. PloS one, 12(7), e0181821.



VIRAL PROCESSES AND THE SIZE OF ECHO-CHAMBERS



VIRAL PROCESSES AND ECHO CHAMBERS
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Lifetime as a function of the cascade size for 
conspiracy news (left) and science news (right). 


Science news quickly reach a higher diffusion, a 
longer lifetime does not correspond to a higher 
level of interest. 


Conspiracy rumors are assimilated more slowly 
and show a positive relation between lifetime and 
size.


Probability density function (PDF) of edge 
homogeneity for science (orange) and 
conspiracy (blue) news. 


Homophilic paths are dominant on the whole 
cascades for both scientific and conspiracy 
news.

Del Vicario, M., Bessi, A., Zollo, F., Petroni, F., Scala, A., Caldarelli, G., ... & Quattrociocchi, W. (2016). 
The spreading of misinformation online. Proceedings of the National Academy of Sciences, 113(3), 554-559.



EMOTIONAL DYNAMICS AND ECHO-CHAMBERS

Sentiment and commenting activity.
Average sentiment of polarized users as 
a function of their number of comments. 
Negative (respectively, neutral, positive) 
sentiment is denoted by red (respectively, 
yellow, blue) color. The sentiment has 
been regressed w.r.t. the logarithm of the 
number of comments.


DISCUSSION AND GROUP POLARIZATION
“It is well known that when like-minded groups deliberate, they tend to polarize, in 

the sense that they generally end up in a more extreme position in line with their 
predeliberation tendencies” (Sunstein, 2008)  Going to extremes: how like minds unite and 
divide. Oxford University Press 


Zollo, F., Novak, P. K., Del Vicario, M., Bessi, A., Mozetič, I., Scala, A., ... & Quattrociocchi, W. (2015).  
Emotional dynamics in the age of misinformation. PloS one, 10(9), e0138740.



WHEN THE ECHO CHAMBERS MEET
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y = −0.18 −0.048 log(x)

Positive

Neutral

Negative
101 102 103

post comments

−1.0−0.5 0.0 0.5 1.0 Sentiment and discussion. 
Aggregated sentiment of posts as a 
f u n c t i o n o f t h e i r n u m b e r o f 
comments. Negative (respectively, 
neutral, posit ive) sentiment is 
denoted by red (respectively, yellow, 
blue) color.


Zollo, F., Novak, P. K., Del Vicario, M., Bessi, A., Mozetič, I., Scala, A., ... & Quattrociocchi, W. (2015).  
Emotional dynamics in the age of misinformation. PloS one, 10(9), e0138740.



THE BIG PICTURE



376 Million of Facebook Users (Jan 2010- Dec 2015)
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Users tend to focus on a limited set of information sources

Schmidt, A. L., Zollo, F., Del Vicario, M., Bessi, A., Scala, A., Caldarelli, G., ... & Quattrociocchi, W. (2017). 
Anatomy of news consumption on Facebook. Proceedings of the National Academy of Sciences, 114(12), 3035-3039.



Likes Comments
Clusters and Users Polarization

Schmidt, A. L., Zollo, F., Del Vicario, M., Bessi, A., Scala, A., Caldarelli, G., ... & Quattrociocchi, W. (2017). 
Anatomy of news consumption on Facebook. Proceedings of the National Academy of Sciences, 114(12), 3035-3039.



Community Structure
Backbone of the projections 
on pages of the users likes 
(left) and comments (right).

Polarization: Distribution of Users likes and comments on the 2 communities

Del Vicario, M., Zollo, F., Caldarelli, G., Scala, A., & Quattrociocchi, W. (2017). 
Mapping social dynamics on Facebook: The Brexit debate. Social Networks, 50, 6-16.

IS POLARIZATION DOMINANT?



WHAT ABOUT VACCINES?



Schmidt, A. L., Zollo, F., Scala, A., Betsch, C., & Quattrociocchi, W. (2018). 
Polarization of the vaccination debate on Facebook. Vaccine, 36(25), 3606-3612.



THE EFFECT OF ALGORITHMS



POLARIZATION ON DIFFERENT PLATFORMS

NEWS AND POLARIZATION

Cinelli, M., De Francisci Morales, G., Galeazzi, A., Quattrociocchi, W., & Starnini, M. (2021). The echo chamber effect on social media. 
Proceedings of the National Academy of Sciences, 118(9), e2023301118.



MODELING ONLINE SOCIAL DYNAMICS

Valensise, Carlo M., Matteo Cinelli, and Walter Quattrociocchi.  
“The drivers of online polarization: Fitting models to data." Information Sciences 642 (2023): 119152.

Goal:

• Understand how polarization and echo chambers develop 

online by modeling opinion dynamics and validating these 
models with empirical data.


Approach:

• Developed a flexible opinion dynamics model 

incorporating both human cognitive biases and 
algorithmic factors.


• Validated the model using Jensen-Shannon divergence to 
compare simulated opinion distributions with actual data 
from various social media platforms.


Key Findings:

• The interplay between algorithmic bias and user behavior 

significantly shapes opinion polarization.

• Model parameters were fine-tuned to reflect specific 

characteristics of each social media platform, aiding in the 
understanding of how platform dynamics influence 
discourse.




Homophily and News Diet: Joining Qualitative and Quantitative Research

Social Media and the Spread of Misinformation:
Assessing User Susceptibility and News
Consumption Patterns. Galeazzi, Van Der Linden, Quattrociocchi et al.

Objective: 
 
Investigate how users identify and interact with reliable vs. questionable content.


Method: 
• Applied the Misinformation Susceptibility Test (MIST-20) to 463 users.

• Analyzed content engagement of 4 million Twitter followers.


Findings: 
• Strong link between misinformation susceptibility and content's trustworthiness and bias.

• Homophily influences engagement, reinforcing echo chambers.

•



ECHO CHAMBERS; NORMS AND MODERATION ON SOCIAL MEDIA

 Moderation is the backbone of maintaining a positive online community on social media. It involves overseeing 
user-generated content to ensure it aligns with platform guidelines, helping to prevent the spread of 

misinformation, hate speech, and harmful content. Moderators use various tools to filter and manage content, 
fostering a safe and inclusive environment for all users.



FROM ECHO CHAMBERS TO ECHO-PLATFORMS: TWITTER VS GAB

Cinelli, M., Etta, G., Avalle, M., Quattrociocchi, A., Di Marco, N., Valensise, C., ... & Quattrociocchi, W. (2022). 

Conspiracy theories and social media platforms. 

Current Opinion in Psychology, 47, 101407.



Online Conspiracy Communities' Resilience to 
Deplatforming 

Study Focus:

• Examined the effects of deplatforming on users of banned communities by 

comparing a conspiracy-focused group (GreatAwakening) with a non-
conspiracy hate speech group (FatPeopleHate).


Key Findings:

• Conspiracy group members were more likely to migrate entirely to new, 

unmoderated platforms like Voat.

• These users managed to maintain or even increase their engagement and 

reconstruct their social networks on the new platform.

• Overall, while user activity generally decreased, the use of toxic language 

significantly increased post-migration.


Implications:

• Suggests conspiracy communities are particularly resilient to platform bans, 

maintaining strong ties and high engagement even after migration.


Monti, Corrado, Matteo Cinelli, Carlo Valensise, Walter Quattrociocchi, and Michele Starnini.

 "Online conspiracy communities are more resilient to deplatforming." PNAS nexus 2, no. 10 (2023): pgad324.



Fake news vs. real news is not the issue. 
  
The issue is too much information spreading 
on entertainment-oriented platforms.



Infodemics: Overload and Impact During Health Crises 

Definition: 
An infodemic involves the rapid spread of both accurate and 
misleading information during a disease outbreak, exacerbated 
by digital connectivity.


Consequences: 
• Compromises public health by fostering confusion and risky 

behaviors.

• Erodes trust in health authorities, weakening outbreak 

responses.

• Prolongs outbreaks due to public uncertainty on protective 

measures.


Beyond Fake News: Infodemic (information overload)



The 
COVID-19 

Social Media 
Infodemic

https://arxiv.org/abs/

2003.05004

5 social media platforms: 
Instagram, Youtube, Twitter,  
Reddit, Gab

More than 3.7M users 

More than 8M of unique 
contents

Target: study the diffusion of 
information about the COVID-19 
and characterize information 
spreading from questionable 
sources

https://arxiv.org/abs/2003.05004
https://arxiv.org/abs/2003.05004


The COVID-19 Social 
Media Infodemic 


Workflow

GOOGLE TRENDS 

Terms Selection

Data Collection

Data analysis

Model Fitting



The COVID-19 Social 
Media Infodemic 


Results
•  Users behave similarly for what 

concern the dynamics of 
reactions and content 
consumption


• Users' interactions patterns with 
the COVID-19 content are similar 
to any other topic


• Change of behavior around the 
20th of January but with different 
delays:  social media platforms 
seem to have specific timings for 
content consumption



• R0 depends on different platforms

• Questionable and Reliable source 

spread with the same dynamic, 
but differ in terms of volume.


• The ratio questionable/reliable 
changes from social media to 
social media.


• Notably, Gab is very prone to 
disinformation diffusion.

The COVID-19 Social 
Media Infodemic 


Results

E
X
P

S
I
R













Characterizing Facebook Engagement Dynamics

Study Overview:

• Analyzed 57 million Facebook posts across 300 topics from 

2018 to 2022.

• Investigated how topics like scandals and social issues evolve 

in engagement and impact user polarization.

Key Methods:

• Used logistic functions to assess the growth and patterns of 

topic engagement.

• Developed a "Love-Hate Score" to gauge the sentiment of user 

reactions and predict the potential for adverse reactions.

Findings:

• Engagement patterns showed similar growth across different 

topics, suggesting universal behaviors in how topics gain 
attention.


• Early bursts of engagement can predict negative user 
reactions, highlighting the impact of how topics are presented.


Etta, Gabriele, Emanuele Sangiorgio, Niccolò Di Marco, Michele Avalle, Antonio Scala, Matteo Cinelli, and Walter Quattrociocchi. 

"Characterizing engagement dynamics across topics on Facebook." Plos one 18, no. 6 (2023): e0286150.



Analyzed data from over 1,000 news outlets with around 57 million posts spanning 2008 to 2022 on Facebook.

Key Insights:

• Virality of news is not determined by the size or historical engagement of outlets, challenging assumptions about influence dynamics on 

social media.

• Engagement from unreliable sources tends to decrease over time, reflecting growing audience discernment.


• Random processes rather than outlet prominence primarily drive news virality, reshaping our understanding of content spread on digital 
platforms.


Exploring News Virality on Social Media

Sangiorgio, Emanuele, Matteo Cinelli, Roy Cerqueti, and Walter Quattrociocchi. "The inherent randomness of news virality on social media." arXiv preprint arXiv:2401.17890 (2024).



INFODEMICS AND CLIMATE CHANGE

Observation: General interest in climate change 
remains limited, yet discussions spike significantly 
during key events like the COP meetings.


Key Insights:

• COP26 marked a substantial increase in ideological 

polarization compared to earlier COP sessions, driven 
by a surge in right-wing participation.


• The rise of 'climate contrarian' views, particularly 
themes of political hypocrisy, gained cross-ideological 
traction, highlighting shifting dynamics in climate 
discourse.


Growing Climate Polarization on Social Media 
Nature Climate Change (2022) 



Objective: Investigate how user interactions and 
content toxicity have evolved across various social 
media platforms over the last 34 years.

Analyzed 500 million comments from 8 different 
platforms 

• Despite platform and societal changes, toxic 
interaction patterns remain consistent.


• Long conversations and those with diverse 
viewpoints show increased toxicity.


• User engagement does not decline with increased 
toxicity, suggesting resilience to toxic content.


TOXICITY IN ONLINE CONVERSATIONS

Avalle, M., Di Marco, N., Etta, G., Sangiorgio, E., Alipour, S., Bonetti, A., ... & Quattrociocchi, W. (2024). Persistent interaction patterns 
across social media platforms and over time. Nature, 628(8008), 582-589.



Objective:

• Analyze the vocabulary size across 300 million comments to 

understand linguistic behavior patterns on social media.


Methods:

• Examined comments from various platforms including 

Facebook, Twitter, and Reddit using metrics like type-token 
ratios and lexical richness.


• Employed tokenization and stemming for text 
preprocessing.


Findings:

• General consistency in vocabulary usage across platforms, 

with most users employing between 5 to 10 unique words.


VOCABULARY IN ONLINE CONVERSATIONS

The Evolution of Language in Social Media Comments  - Di Marco et Al. Submitted to PNAS



Objective: Explore information diffusion and user behavior 
across social media during global elections, focusing on social 
media role in political engagement and discourse.

Methods:

• Analyzed posts from 336 political parties and 508 news 

agencies across 31 countries.

• Employed Principal Component Analysis (PCA) to distill 

main discussion topics and assess user interactions.


Key Findings:

• Identified principal themes in political discourse such as 

economy, politics, and international relations.

• Discovered patterns of correlation and differentiation among 

these themes, which reflect varying political landscapes and 
user engagements.


Insights:

• Political parties mostly discuss internal politics; lighter topics 

like entertainment are more popular among news outlets.

• Engagement patterns vary significantly by country, reflecting 

diverse media landscapes and political cultures.


Global Election Dynamics on Social Media in 2024
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The evolution of memes over years  

 
News Spreading Patterns 

 
News Language Similarity 

 
Agenda Setting in a Polarized Environment 

 
Mixing Qualitative and Quantitative analysis 

Does deplatforming users help? 
 

ChatGPT and philosophy of language 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